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Abstract
The integration of generative Artificial Intelligence (genAI) into
everyday life raises questions about the competencies required to
critically engage with these technologies. Unlike visual errors in
genAI, textual mistakes are often harder to detect and require spe-
cific domain knowledge. Furthermore, AI’s authoritative tone and
structured responses can create an illusion of correctness, leading to
overtrust, especially among children. To address this, we developed
AI Puzzlers, an interactive system based on the Abstraction and
Reasoning Corpus (ARC), to help children identify and analyze er-
rors in genAI. Drawing on Mayer & Moreno’s Cognitive Theory of
Multimedia Learning, AI Puzzlers uses visual and verbal elements
to reduce cognitive overload and support error detection. Based on
two participatory design sessions with 21 children (ages 6 - 11), our
findings provide both design insights and an empirical understand-
ing of how children identify errors in genAI reasoning, develop
strategies for navigating these errors, and evaluate AI outputs.
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1 Introduction
As generative artificial intelligence (genAI) becomes increasingly
integrated into educational environments, it presents both opportu-
nities and challenges for teaching and learning [31, 61, 70, 89]. One
revealing example comes from a middle school assignment on the
novel Persepolis, where students researching prophets encountered
flawed responses from internet searches that incorporated genAI.
For instance, one response claimed that “the Christian prophet Moses
got chocolate stains out of T-shirts” — a stark misunderstanding of
historical and religious contexts [30]. According to the teacher,
interviewed by the New York Times, more concerning than the
error itself was that eighth graders accepted and recorded the AI
hallucination without questioning its validity [30]. This incident
underscores broader concerns in AI literacy research regarding
children’s trust in AI technologies and the critical need to equip
them with the skills to engage effectively with AI, critically assess
its outputs, and understand its strengths and limitations [41].

A key competency in this regard is understanding the difference
between tasks that genAI performs well and those where it falters.
While genAI excels at detecting patterns and generating fluent text,
it struggles with applying knowledge in new contexts and reason-
ing through multi-step problems that require deeper understanding
[94]. These limitations can lead to faulty reasoning and mislead-
ing outputs, which may reinforce misconceptions [5, 72, 85] and
pose risks—ranging from misinformation in educational settings to
flawed legal or medical recommendations [1, 3, 51, 71]. However,
recognizing errors in genAI’s outputs is not always straightforward
[15, 69]. Even for adults, misleading outputs can be difficult to de-
tect [74], and the challenge is often greater for children, who may
have less experience questioning authoritative-seeming informa-
tion [39, 68, 86].

One of the key challenges in detecting inconsistencies in AI-
generated text is that, unlike images, textual responses do not
present errors in an immediately perceivable visual pattern [54, 69].
In AI-generated images, inconsistencies like extra fingers or dis-
torted facial features can be easily noticeable [8]. In contrast, rec-
ognizing textual inaccuracies often requires specific domain knowl-
edge. Research by Solyst et al.[69] highlights that genAI systems
like ChatGPT can create an illusion of correctness, even when
their responses are inaccurate, by presenting neatly formatted out-
puts and seemingly logical explanations. These factors can lead
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Figure 1: Overview of AI Puzzlers: (A) children first solve an ARC puzzle independently, then (B) test whether genAI can solve
the same puzzle, and finally (C) compare AI’s solution to its explanation to evaluate AI reasoning.

AI-generated solutionsCorrect solution

Figure 2: Comparison of the correct vs AI-generated solutions. The visual nature of AI Puzzlers makes AI errors easy to spot.

middle school children to over trust AI-generated content [69]. Ad-
ditionally, the length and verbosity of AI-generated responses can
increase cognitive load, making it harder for children to identify
inconsistencies [46, 54]. Furthermore, without explicit indicators
of potential mistakes, they may struggle to assess the reliability
of the information presented [4, 90]. Thus, prior work suggests
that textual responses alone may not be an ideal starting point for
children to detect genAI’s limitations.

Recognizing that children are naturally drawn to games and
puzzles [9, 12, 17, 82], we saw an opportunity to address this need
by adapting Abstraction Reasoning Corpus (ARC) puzzles [14],
originally developed to benchmark AI progress, into a web-based
game called AI Puzzlers (see Figure 1). To design our system, we
built on Mayer and Moreno’s theory of multimedia learning, which
emphasizes distributing information between visual and verbal
channels to prevent cognitive overload [45, 46]. AI Puzzlers allows
children to visually compare genAI’s solution with their own and
engage with AI-generated explanations (see Figure 2), providing
opportunities to examine genAI’s reasoning in relation to its visual
output.
We then conducted two participatory design sessions with 21 chil-
dren (ages 6–11) to answer the following research questions:

• What specific limitations of generative AI do children (ages
6–11) encounter and recognize through their engagement
with AI Puzzlers?

• How does presenting information across visual and textual
modalities influence children’s ability to critically assess AI-
generated outputs?

Our findings show that AI Puzzlers provided a tangible way for
children to engage with genAI’s reasoning by making its outputs
visually comparable to their own. Even younger children, who
were not yet fluent readers, quickly detected inconsistencies in
AI-generated solutions by evaluating their visual outputs. When
genAI made mistakes — especially on puzzles they considered easy
— children reacted with surprise and amusement, sparking mean-
ingful dialogue around how “AI thinks.” This also helped them
recognize that genAI approaches problem-solving differently from
humans and, despite its strengths, has limitations that require care-
ful evaluation of its outputs. Their continued engagement with AI
Puzzlers highlights the importance of designing genAI systems that
present information in ways that facilitate comparison, encourage
reflection, and scaffold multiple ways of understanding. This way,
children are more likely to persist and critically evaluate AI outputs.

Our contributions offer both design insights and an empirical
understanding of how children make sense of genAI’s reasoning,
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navigate its errors, and develop strategies for evaluating its outputs.
In the following sections, we first discuss related work on AI literacy
and children’s interactions with AI. We then describe the design of
AI Puzzlers, outlining its system design and theoretical foundations.
Finally, we present our results and discuss their implications for
supporting AI literacy interventions.

2 Related Work
2.1 Children’s Interactions with Generative AI
While empirical data on children’s use of generative AI is limited,
early surveys suggest that children and youth are engaging with
generative AI at increasing rates, often surpassing adult adoption
[11, 48]. Within HCI, research has explored the integration of gen-
erative AI to support creativity [42, 54, 64], storytelling [32, 96],
and learning [13, 18, 21, 70, 89], while also examining biases that
may affect children and teenagers [84, 85]. Prior studies suggest
that children’s (ages 8–13) ability to critically assess AI-generated
content is heavily influenced by their prior knowledge and age [19].
For example, children who are well-versed in specific topics, such
as Pokémon or Star Wars, can readily identify errors when Chat-
GPT provides inaccurate information or when a DALL-E-generated
image depicts a character with six fingers instead of five [54]. Con-
versely, when faced with unfamiliar subject matter, children are
more likely to overtrust AI-generated outputs [69].

Prior research also suggests that children’s tendency to over
trust genAI stems largely from how it presents information [52].
Aesthetic legitimacy plays a key role as AI-generated outputs often
appear polished, with neatly formatted step-by-step instructions
or structured lists, creating an illusion of correctness [68, 69]. For
example, middle school students found ChatGPT’s response to a
technical question convincing because of its clear organization of
the text, even though the content was inaccurate [69]. Similarly, per-
ceived transparency, where AI appears to explain its reasoning, can
mislead users [68, 69]. In one example, children trusted ChatGPT’s
breakdown of a multiplication problem because the steps appeared
logical, even though the answer was incorrect [69]. Superficial in-
dicators of correctness further compound this problem, as people
often rely on details like citations, dates, or names to judge accuracy
[68, 69]. For example, a fabricated list of scientific papers generated
by AI was trusted by students because it included plausible sound-
ing titles and dates [69]. From a cognitive load perspective, these
challenges arise because children have limited working memory re-
sources, making it difficult to critically assess AI-generated content
without proper scaffolding [45, 46]. Generative AI interfaces, like
ChatGPT, lack built-in validity indicators, increasing the cognitive
burden on users who must independently verify information [68].
Without structured guidance, children may struggle to discern er-
rors, particularly when AI presents information in a coherent yet
misleading way. Given these challenges, there is a growing need
to support children in critically engaging with generative AI while
managing cognitive load.

2.2 Multimedia Learning and AI Literacy for
Children

Multimedia instruction involves presentingwords and images (static
or dynamic) to support learning. Mayer and Moreno’s Cognitive

Theory of Multimedia Learning (CTML) posits that humans process
information through verbal and visual channels [44]. By distribut-
ing information across these channels, multimedia learning reduces
cognitive load and enables learners to construct complementary
verbal and visual mental models and form connections between
them [44, 46]. Additionally, prior research demonstrates that inte-
grating words and images helps with comprehension and retention
compared to presenting words alone [45, 58, 95].

Given that AI literacy involves critically evaluating AI outputs
and collaborating effectively with AI [41, 76], applying multimedia
learning in AI literacy platforms can help learners process and as-
sess AI-generated content without cognitive overload. To support
AI literacy, scholars have applied multimedia learning strategies
in various educational platforms. For example, platforms like Pose-
Blocks [35], danceON [59] and Google’s Teachable Machine [10]
enable children to train machine learning models using images and
sounds, providing a hands-on way to explore concepts like clas-
sification and training data. Furthermore, prior research suggests
that open-ended platforms where children can experiment with
AI models can improve students’ understanding of AI and encour-
age meaningful discussions about its capabilities and limitations
[22, 23, 26, 78].

Several AI literacy initiatives have also used games as an effective
form of multimedia learning. For example, Ng et al., developed
TreasureIsland, an online educational game to teach AI concepts
and AI ethics [55]. Their study showed that the game was effective
in improving students’ motivation, self-efficacy, career interest, and
understanding of AI. Similarly, inter-generational games have also
been used to incorporate both technical and ethical AI knowledge,
providing a family-centered approach to AI literacy [69]. These
findings highlight the potential of game-based learning to engage
diverse audiences while scaffolding complex AI concepts. In the
next section, we further examine the role of games in learning and
its implications for child-genAI interaction.

2.3 Learning through Games
Within HCI, researchers have highlighted the potential of games for
creating an engaging, low-pressure environment that encourages
exploration and skill development [12, 17, 82, 98]. Prior research
shows that games provide an interactive space where learners can
experiment, receive immediate feedback, and refine their under-
standing through trial and error [29, 55]. Well-designed games in-
corporate principles of effective teaching by scaffolding learning ex-
periences, adapting to different learning speeds, and offering struc-
tured opportunities for practice [16, 28, 40]. These qualities make
games particularly well-suited for educational contexts, where mo-
tivation and engagement are crucial for sustained learning. Prior
research has shown that scaffolding within educational games can
reduce cognitive overload for novice AI learners by guiding learn-
ers’ attention, and structuring problem-solving processes [38, 97].
For example, visual indicators of progress and interactive elements
within games can direct attention to key AI concepts, thereby min-
imizing split-attention effects and improving comprehension [73].
Modular learning structures further break down complex AI con-
cepts into smaller, more manageable components, allowing learners
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to gradually build their understanding [37]. These mechanisms en-
sure that challenges remain within the learner’s zone of proximal
development [79], allowing them to engage meaningfully with the
material without becoming overwhelmed.

Considering the growing role of genAI in children’s learning, fos-
tering their ability to critically engage with AI-generated reasoning
becomes increasingly important. This raises a significant question:
How might games help children develop an awareness of genAI’s
reasoning processes and limitations? More specifically, we examine
how engaging children in solving puzzle games and comparing
their solutions with AI-generated responses can create moments of
critical evaluation, foster skills necessary for AI literacy, and reduce
cognitive load. Guided by Mayer and Moreno’s CTML [44] and
prior work in AI literacy, the next section introduces AI Puzzlers,
an interactive game designed to help children critically evaluate AI-
generated outputs and develop a deeper understanding of genAI’s
strengths and limitations.

3 AI Puzzlers: System Design & Development
AI Puzzlers is an interactive system designed to help children (ages
6+) critically engage with genAI’s reasoning by solving visual puz-
zles. Accessible through any web browser, AI Puzzlers requires no
prior knowledge of AI or programming, making it an easy entry
point for young learners. The system’s codebase is publicly avail-
able at https://github.com/adango26/Puzzleland. We developed AI
Puzzlers using the Abstraction and Reasoning Corpus (ARC) dataset
[14], a collection of 800 publicly available visual puzzles originally
designed to assess AI’s reasoning capabilities. As illustrated in Fig-
ure 3, to solve an ARC Puzzle, a human player or AI agent follows
the following steps:

• Infer the Transformation Rule: Each puzzle presents two
or more input grids and their corresponding output grids.
By observing the example input-output pairs, players try to
discover the hidden rule that explains how the input changes
to create the output.

• Apply the Rule to New Inputs: Once the transformation
rule is inferred, players apply it to new, unseen input grids
to generate the correct output.

Our design builds on ARC puzzles because 1) solving these puz-
zles requires no prior knowledge, creating a low barrier to entry;
2) AI systems struggle with solving ARC Puzzles while humans
excel, aligning with Long’s AI literacy competency on recognizing
when to leverage AI versus human strengths [41]; 3) children are
naturally drawn to puzzles and games, making them an engaging
game-based medium that can scaffold learning; and 4) the visual
nature of the puzzles ensures there is no obscurity in the way genAI
presents information. By visually comparing genAI’s solution with
the correct solution that children can easily solve, they can spot
when genAI makes mistakes, preventing children from being misled
by polished yet incorrect answers. This process also encourages
critical evaluation of genAI outputs, allowing children to recognize
not only the limitations of genAI but also the unique strengths of
human reasoning. We further elaborate on our design consider-
ations and how they align with learning theories in the section
below.

3.1 Design Considerations
3.1.1 Facilitating Critical Evaluation through Visual Comparisons of
genAI Outputs. Mayer and Moreno’s active processing assumption
suggests that meaningful learning occurs when learners actively se-
lect, organize, and integrate new information with prior knowledge
[44, 45]. AI Puzzlers facilitates this process by allowing children to
visually compare their own puzzle solutions with those generated
by AI. This direct visual comparison engages children in deeper
cognitive processing, prompting them to notice differences, identify
errors and reasoning gaps in the AI’s process. Immediate feedback
from the system further reinforces active processing by helping
children quickly see what worked, what did not work, and why,
facilitating critical evaluation of genAI’s outputs.

3.1.2 Reducing Cognitive Overload in Interpreting genAI Outputs.
According toMayer andMoreno’s dual-channel assumption [44, 46],
people process information through two distinct channels: visual
and verbal. Distributing cognitive effort across both channels re-
duces cognitive overload, leading to more efficient processing and
deeper understanding. AI Puzzlers leverages this principle by pre-
senting both visual and textual explanations of genAI’s reasoning.
When children use the “Ask AI to Explain” feature, they receive a
visual representation of the AI’s solution along with a step-by-step
explanation of its reasoning. This dual presentation helps children
compare the AI reasoning with its visual output, making it easier
to spot discrepancies and evaluate the genAI solution.

3.1.3 Scaffolding Learning through Easy-Switch Modalities. AI Puz-
zlers scaffolds learning and reduces cognitive overload by ensuring
that children build foundational knowledge before tackling more ad-
vanced tasks [44, 46]. It supports three different modalities to help
children develop familiarity with the puzzle environment before
they engage with more complex tasks. In Manual Mode, children
learn basic puzzle-solving tools to solve the ARC puzzles, building
foundational skills without the complexity of AI interactions. AI
Mode introduces features like “Ask AI to Solve,” and “Ask AI to
Explain” allowing children to gradually engage with AI, while As-
sist Mode lets them actively guide the AI through puzzle-solving,
encouraging experimentation and deeper understanding. These
modes are designed for seamless switching, allowing children to
easily transition between them.

3.1.4 Fostering Exploration of genAI’s capabilities through Active
Debugging. AI Puzzlers supports children in critically engaging
with genAI’s reasoning by recognizing its mistakes and providing
hints to guide its responses. This fosters a form of participatory
debugging [40, 75], where children take on an active role in evalu-
ating genAI’s logic and suggesting improvements. This approach is
informed by Wittrock’s generative learning theory [83], which em-
phasizes active meaning-making, as children generate hypotheses,
test AI responses, and construct new insights through comparison
and reflection. Through the process of debugging, children refine
their understanding of genAI’s capabilities and limitations, aligning
with Wittrock’s notion that learning emerges through the active
construction of relationships among ideas [83].

https://github.com/adango26/Puzzleland
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STEP 1:  Given the examples, identify the pattern
that transforms the input grid into output grid.

STEP 2: Solve the test case by applying the
inferred pattern to generate the correct output.

EXAMPLE 1: INPUT EXAMPLE 1: OUTPUT

EXAMPLE 2: INPUT EXAMPLE 2: OUTPUT

TEST: INPUTEXAMPLE 1: INPUT EXAMPLE 1: OUTPUT

EXAMPLE 2: INPUT EXAMPLE 2: OUTPUT

TEST: OUTPUT

?

CORRECT OUTPUT

Figure 3: An example of an ARC puzzle with instructions for solving it. The correct answer shows the shortest bar is colored
red and the tallest one is blue.

3.2 Design Overview
AI Puzzlers consists of 12 puzzles from the ARC dataset, distributed
across four levels of difficulty. We play-tested them with 𝑁 = 106
children (grades 3 - 8) during our university’s annual K-12 STEM
outreach event [20]. These children, who were event attendees
(separate from ourmain study participants), voluntarily participated
in the playtesting. After completing the puzzles, children rated
their difficulty on a Likert scale from 1 (very easy) to 5 (very hard),
with 3 as a neutral response. A one-sample 𝑡-test showed that
children perceived the puzzles as slightly easier than neutral (M =

2.38, 𝑡 (103) = −6.48, 𝑝 < .001). To support children’s critical
engagement with genAI’s outputs, AI Puzzlers employs a scaffolded
interaction model with three modes, which we describe next.

3.2.1 Manual Mode. This is the default interaction mode upon
launching the AI Puzzlers application (see Figure 4). It is designed
to encourage children to engage with the ARC puzzles indepen-
dently and provides a foundation that will be expanded upon in
subsequent interaction modes. AI Puzzlers offers players several
functionalities to solve the puzzle. First, players can customize the
grid size by adjusting the row and column height of the “After” grid.
Although the predefined “Before” grid is non-editable, children
have the option to “clone” it into the “After” grid. A palette of 10
distinct colors is provided for use on the editable grid. The “Edit”
tool allows players to modify the color of individual squares. The

“Select” tool enables the highlighting of multiple squares simultane-
ously, facilitating batch modifications. The “Flood Fill” tool changes
the color of all connected squares that share the same color, similar
to the paint bucket tool commonly found in graphics programs.
Additionally, a “Reset” button is available, enabling players to start
over with a clean version of the “After” grid if they wish to try a
different approach.

3.2.2 AI Mode. Building on the features of Manual mode, AI mode
allows children to interact with GPT-4o through “Ask AI to Solve”
and “Ask AI to Explain” features. By clicking the “Ask AI to Solve”
button, players can have GPT-4o attempt to generate a solution,
which is then displayed in the “After” grid. Under the hood, a
grid_parser() function converts the visual puzzle into a tex-
tual grid representation that GPT-4o can interpret. The model then
outputs a similar textual grid structure (e.g., [[0, 2, 2], [0, 1, 1], [0,
0, 3]]), which a response_parser() function translates back
into a visual grid, using tokens for colors and positions. Because
GPT-4o’s responses are generated in real time via its API, the an-
swers may vary with each attempt, demonstrating its generative
nature. Additionally, the “Ask AI to Explain” feature provides step-
by-step, child-friendly explanations of the AI’s reasoning process,
which can be toggled on or off according to the player’s preference.
After reviewing the AI’s process, children can submit the AI’s solu-
tion to receive immediate feedback on its correctness, just as they
would with their own solutions. This process allows children to see
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Figure 4: Annotated screenshot of Manual Mode in AI Puzzlers. The interface consists of several key components: (A) Puzzle
Navigation allows children to switch between different puzzles. (B) Example Puzzles provide input-output pairs to illustrate
transformation rules. (C) Before Grid presents the given input that children use to solve the corresponding After puzzle. (D)
Edit Panel provides a set of tools for editing After grid. (E) After Grid serves as the solution space where children create their
expected output based on the transformation rule. (F) Color Palette enables children to apply colors when solving the puzzle.
(G) Clone Button transfers the Before Grid content to the After Grid for further modification. (H) Reset Button clears the After
Grid to start over.

where the AI might struggle, offering a direct and interactive way
to understand the limitations of AI in solving ARC puzzles.

3.2.3 Assist Mode. Expanding further on the features of the AI
mode, this mode allows children to guide the AI to solve puzzles
by actively participating in the decision-making process and ex-
perimenting with different strategies to help the AI (see Figure 5).
Similar to debugging in programming [40], children can identify
mistakes in the AI’s approach and suggest corrections by typing
their suggestions to AI into a “Hint” field. For example, if the AI
incorrectly sorts shapes, a child might type, “Look at the smallest

and biggest shapes.” The AI will then take these hints and produce
a new output. This interactive process of testing and debugging
helps children develop a more sophisticated understanding of AI’s
capabilities, as they see the direct impact of their input on the AI’s
performance. Children can also experiment with different puzzle
configurations and observe how the AI responds to changes in
input. They can adjust parameters such as: 1) alter the number of
input-output examples provided to the AI, 2) test different versions
of OpenAI’s GPT models, including GPT-3.5-turbo, GPT-4o-Mini,
GPT-4o, and GPT-4o-Turbo or 3) introduce random patterns without
clear transformation rules.
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A

B

C

D

Figure 5: Screenshot of Assist Mode in AI Puzzlers. Certain interface elements are enlarged to highlight key interactive features,
including (A) testing if AI can solve the puzzles by either answering or explaining, (B) selecting the number of examples shown
to AI, (C) choosing AI model versions, and (D) providing hints to AI.

4 Methods
We employed a participatory design (PD) method called Cooper-
ative Inquiry (CI) [24, 25, 93] to investigate how children used
AI Puzzlers to critically engage with generative AI. Originating
from Druin’s work, CI builds on the principle that children possess
unique expertise in being children and should be positioned as equal
and equitable partners alongside adult researchers in the design
of new technologies [24, 25]. As highlighted by Yip et al. [93], this
equitable design partnership is grounded in four key dimensions:
relationship building, which fosters trust and mutual respect; facili-
tation, which ensures children’s ideas are valued and integrated;
design by doing, which emphasizes hands-on iterative collabora-
tion; and idea elaboration, where children refine and expand their
contributions through active discussion and feedback.

We adopted CI as our methodological approach for several rea-
sons. First, CI fosters a reflective and dialogic environment where
children can vocalize their thought processes, negotiate perspec-
tives, and collaboratively engage with AI Puzzlers. Second, CI has
been widely applied in child-computer interaction research to ex-
amine how children conceptualize emerging technologies like in-
telligent interfaces and social robots [53, 56, 87, 88]. Prior research
has shown that children who are comfortable working with adults
can express their perceptions more assertively, allowing them to
articulate abstract ideas in more concrete ways [92]. Finally, the co-
design setting, where children are already familiar with multiple PD
techniques, allowed us to observe in-the-moment decision-making

quickly and efficiently [80]. This provided valuable insights into
points of confusion, breakdowns in AI-generated explanations, and
opportunities for refining system design in future work.

4.1 Participants
We conducted our study with an inter-generational co-design group
called KidsTeam UW consisting of twenty-one children, ages 6 to
11 (M = 8.10, 𝜎 = 1.45), and adult design researchers (researchers,
graduate and undergraduate research assistants). Child participants
represented a diverse range of ethnic backgrounds, including Asian,
White, Black, Hispanic, and Multiracial identities. Children were
recruited through mailing lists, posters, and snowball sampling.
The child participants reported varying degrees of AI use and fa-
miliarity. While six children engaged with AI daily, three had no
prior experience. The most common AI interactions included video
game AIs and voice assistants. Table 1 presents the demographic
information and AI usage details of the children, with all names
represented as pseudonyms. Parental consent and child assent were
obtained for all child participants, and the study was reviewed and
approved by our university’s Institutional Review Board.

4.2 Co-Design Sessions
We conducted two sessions with KidsTeam UW as part of a week
long summer camp hosted by an inter-generational co-design group
at our university. Each 1.5 hour session began with a 15-minute
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Table 1: Reported Child Participant Details

Name Gender Ethnicity Age AI Type Usage Frequency

Kai Male Asian/White 8 Voice Assistant Daily
Lani Female Asian/Black 9 None Never
Juno Male Asian 7 Video Game AIs, Voice Assistant Daily
Elias Male Asian/Black 9 Video Game AIs, Voice Assistant Daily
Noa Female Asian/White 11 Video Game AIs, Voice Assistant Multiple times a week
Ren Male Hispanic 10 Chatbot Multiple times a week
Matt Male Asian/White 9 N/A N/A
Ivy Female White 9 Video Game AIs, Voice Assistant A few times a week
Zayn Male Asian/Black 9 None Rarely
Finn Male White 10 N/A N/A
Leila Female Asian 8 Voice Assistant Daily
Mara Female Asian/Black 6 Video Game AIs, Voice Assistant A few times a week
Emi Female Asian/White 8 None Rarely
Hana Female Asian 8 None Multiple times a week
Theo Male Asian/White 7 Video Game AIs, Voice Assistant Multiple times a week
Lucia Female Hispanic 6 Video Game AI Weekly
Rina Female Asian 7 Video Game AIs, Voice Assistant Monthly
Owen Male White 8 Video Game AI Daily
Nico Male Asian/White 6 None Daily
Selah Female Asian/Black 6 None Never
Elise Female Asian/Black 9 None Never

informal discussion to foster open dialogue and build rapport be-
fore transitioning to hands-on engagement with AI Puzzlers. Child
participants worked in small, collaborative groups, each consisting
of four to five children and two adult facilitators (see Figure 6).
This structure was designed to balance peer-driven exploration
with adult guidance, ensuring children could inspire one another
while still receiving individualized support. To mitigate power im-
balances and minimize undue influence on children’s responses,
adult facilitators were trained to promote equal participation, fos-
tering a balanced dialogue where all children had the opportunity
to contribute.

4.2.1 Session 1. We began the session with a warm-up question:
“Tell us about someone or something that you think is smart—and
why?” This activity served as an icebreaker, allowing children to
become familiar with the researchers and fostering an open dis-
cussion environment. Next, children were introduced to both the
manualmode andAImode of AI Puzzlers. The research team demon-
strated how to solve ARC puzzles and explained that in AI mode,
they could ask genAI to solve the puzzles. Earlier in the day, as
part of the broader summer camp, children had already interacted
with genAI by requesting and observing AI-generated images us-
ing DALL·E 3. Given this prior exposure, we chose to build upon
their understanding rather than reintroduce genAI concepts. This
allowed our session to focus on how children engaged with AI
Puzzlers to critically reflect on genAI’s capabilities. After being in-
troduced to the system, children were divided into five groups and
encouraged to collaborate, discuss strategies, and work together
to solve puzzles in manual mode. This allowed them to familiarize

themselves with the puzzle format and develop problem-solving
strategies without AI assistance. Before introducing the AI mode,
facilitators posed two key questions to prompt reflection: 1) “Do
you think genAI can solve these puzzles quickly or slowly? Why?”
and 2) “Do you think genAI can solve these puzzles without any help
from people?” These questions aimed to capture children’s initial
expectations about genAI’s capabilities before they engaged with it
directly. Children then interacted with AI mode, where they could
request AI assistance, observe AI-generated solutions, and receive
AI-generated explanations for the puzzles. The session concluded
with a 15-minute group discussion, where children shared their
reflections on genAI’s performance.

4.2.2 Session 2. Similar to Session 1, we began with a warm-up
question: “Tell us about a time you had to help others do something?”
This discussion encouraged children to reflect on how humans
support one another, which facilitators then connected to the role
of human guidance in helping genAI solve puzzles. Unlike Ses-
sion 1, where children primarily observed genAI’s independent
performance, this session encouraged them to actively assist genAI
by providing hints and experimenting with different strategies in
Human-AI mode. Facilitators guided their exploration with key
reflection questions such as, “What hints do you think would be help-
ful?” or, “What do you think will happen if we change the number of
examples?” After 50 minutes of interacting with Human-AI mode,
the different groups came together, and each team presented their
experiences in front of the whole group, reflecting on successful
strategies, challenges they encountered, and genAI’s limitations.
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Figure 6: Children engaging with AI Puzzlers alongside adult facilitators.

4.3 Data Collection & Analysis
For both study sessions, our team used built-in webcams on desktop
computers to record video and screen activity via Zoom, a video
conferencing software. In total, we collected 927 minutes of video
data. To capture additional insights, facilitators took field notes
throughout the sessions, documenting key observations and no-
table moments. Additionally, physical artifacts, such as children’s
handwritten notes and collaborative sketches, were photographed
for documentation.

The first, second, and fourth authors, then created analytical
memos for all the videos [6, 66]. As part of this process, one author
served as the primary reviewer, while another served as the sec-
ondary reviewer. The primary reviewer first watched the assigned
recorded video and created a narrative summary of events at five-
minute intervals. They documented children’s interactions with AI
Puzzlers, their reactions captured by the camera, and interactions
and dialogues between participants, including direct quotes rele-
vant to the study’s research questions. After the primary reviewer
completed their memos, the secondary reviewer independently
reviewed the same videos and memos to verify the accuracy of
the initial observations and to add supplementary insights. This
dual-review process ensured the reliability of the data and captured
a broader range of perspectives.

Following the creation and review of the analytic memos, we
divided the memos into two equal-sized sets and began an inductive
coding process [27]. The first two authors independently engaged
in open coding of the first set of memos, suggesting potential codes
such as “Interaction with the System" and "Making sense of AI.”
They then met over four meeting sessions to compare, reconcile,
and refine the codes. During these discussions, they shared poten-
tial codes and their descriptions, collaboratively examined example
quotes and counter-examples, compared code categories against
one another, and refined the boundaries and definitions of each
code. For example, the codes “Reading AI Explanations” and “Com-
paring Outputs with Correct Solutions” were consolidated into a
single subcategory “Strategies.” This iterative process led to the
development of a codebook that included three main code cate-
gories: 1) Perception of AI, 2) Evaluation of AI Performance and
3) Interaction with the System. Once the codebook was finalized,
the first author applied the final codes to the full dataset, and the
second author conducted a second pass to ensure comprehensive
analysis. We assessed interrater reliability through qualitative nego-
tiations, where both authors met to discuss and resolve any coding

disagreements [47]. We then organized the codes into overarching
themes through two rounds of refinement and discussion. After
finalizing the themes, the first author revisited the entire dataset
to extract representative quotes for each theme, ensuring that the
themes were well-supported by the data.

5 Findings
We present our findings from children’s interactions with AI Puz-
zlers, focusing on how they engaged with the system, responded
to genAI’s successes and failures, and developed an understand-
ing of its capabilities and limitations. To illustrate their learning
process, we use representative vignettes, embedding our analysis
within each example. While this study examines children’s learning
about generative AI, they generally referred to genAI as “AI” in
their discussions. For consistency with their language, we use "AI"
throughout this section while maintaining an analytical focus on
genAI’s reasoning processes.

5.1 Children’s Interest and Exploration of AI
Puzzlers

5.1.1 Surprise, Excitement, and AI’s Unexpected Errors. At the start
of Session 1, when we first introduced children to AI Puzzlers, they
had high expectations that AI could solve the puzzles. This belief
in AI stemmed from their own ease in solving the puzzles, their
perceived belief in AI’s ability to use visual references to recognize
patterns, and their general trust in AI’s broad knowledge. However,
they quickly noticed that AI struggled to solve the puzzles and their
reactions, verbal and physical, reflected their surprise.

For example, in Session 1, when Ivy, Ren, Emi, and Mara first
interacted with AI Puzzlers, Emi eagerly volunteered to solve the
second puzzle (see Figure 7). She identified the pattern as “alternat-
ing between red and grey” and correctly solved the puzzle. When
the facilitator asked about the puzzle’s difficulty, the group quickly
agreed that it was simple. Ivy explained, “It was pretty easy, judging
by all the pictures. It was kind of obvious what you have to do since
[the pattern is] that color, grey, that color, grey.” Ren added, “It can
be easily identified what the pattern is going to be.”

When the facilitator asked if AI could solve the puzzle, Emi,
Mara, Ren, and Ivy all agreed that it could because “It was easy.”
Ivy reasoned, “There are tons of different references. Judging by
all the references, since AI takes references from other pictures,
the reference it gets is that color, grey, that color, grey.” Here, Ivy’s
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Figure 7: Panel (1) shows children collaboratively solving a puzzle, while panel (2) presents the AI’s attempt at the same puzzle.
(A) highlights the children’s correct solution, whereas (B) shows the AI’s incorrect attempt.

comment implies that she believed AI could use abstraction skills
by generalizing from specific examples “the references” to form
a rule (alternating between the color and grey) needed to solve
the puzzle. Mara added, “Because AI kind of knows everything,”
indicating that she assumed AI’s vast access to information would
enable it to solve the puzzle. Her response revealed a gap in her
understanding of AI’s limitations. However, when the AI returned
an incorrect solution (see Figure 7), the group burst into laughter.
They found the situation humorous because the AI failed so badly,
despite their prior confidence that it would succeed, making the
error an unexpected source of amusement. Additionally, the visual
nature of the puzzles allowed them to quickly recognize the mistake,
as Ivy commented, “That is very very wrong.”

The sharp contrast between the AI’s solutions and the children’s
correct answers continued to evoke surprise and amusement, even
after they had repeatedly watched the AI fail. For instance, midway
through Session 1, Juno andHana had seen the AI struggle with nine
previous puzzles, all of which they had solved correctly. Reflecting
on the AI’s past failures, Hana predicted, “Maybe it can solve the
puzzle faster but incorrectly” as they prepared to ask the AI to solve
the tenth puzzle (see Figure 8). Yet, when the AI returned another
incorrect solution (see Figure 8), Juno said, “Oh my gosh. What the
heck is this?’” Hana, amused, blew a raspberry and added, “It makes
no sense whatsoever,” to which Juno agreed, saying, “It did something
very weird.”

Moreover, children’s engagement with AI Puzzlers wasn’t solely
tied to the AI’s mistakes; they were also drawn in by the puzzles

themselves. Children viewed solving the puzzles as opportunities
for problem-solving and personal accomplishment. Even as the
puzzles became increasingly difficult, the children maintained their
interest, often describing the more complex puzzles as “fun.” Peer
collaboration consistently reinforced this enthusiasm, as children
confirmed and validated each other’s solutions before turning to
the AI for comparison. For example, in Session 1, Juno and Hana,
eagerly tackled the puzzles from the start. Looking at their next
puzzle (see Figure 9) Juno remarked, “This is pretty easy,” while
Hana added excitedly, “I want to do this because it looks so fun.”

Together, they analyzed the puzzle, with Hana reasoning through
the height and color relationships, stating, “It’s the tallest one and the
smallest one, correct? Blue would be the tallest.” Juno confirmed, “This
looks right,” and the pair successfully solved the puzzle while the AI
failed (see Figure 9). As their excitement grew, Hana exclaimed, “We
can go forever.” The facilitator reminded them, “There’s only up to
level 4,” to which Juno confidently replied, “We can go farther than
the AI,” and Hana affirmed, “Yes, we can.” This exchange highlights
the children’s belief in their abilities, expressing confidence in sur-
passing the AI. Reflecting on their success, Hana laughed and said,
“AI would have gone out at the first question,” underscoring their
shared sense of accomplishment and enjoyment in outsmarting the
AI.

Overall, two key dynamics drove children’s sustained engage-
ment with AI Puzzlers in Session 1: 1) their surprise at the AI’s
mistakes, especially for puzzles they considered “easy,” and 2) the
satisfaction of solving challenging puzzles and comparing their
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Figure 8: Panel (1) shows children collaboratively solving a puzzle, while panel (2) presents the AI’s attempt at the same puzzle.
(A) highlights the children’s correct solution, whereas (B) shows the AI’s incorrect attempt.
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Figure 9: Panel (1) shows children collaboratively solving a puzzle, while panel (2) presents the AI’s attempt at the same puzzle.
(A) highlights the children’s correct solution, whereas (B) shows the AI’s incorrect attempt.
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correct solutions to the AI’s. Despite the AI’s repeated failures,
children eagerly engaged with each puzzle, enjoying the process of
outsmarting the system, testing their problem-solving skills, and
comparing solutions. This blend of competition, collaboration, and
humor kept them motivated, creating an engaging experience.

5.1.2 Children’s Iterative Debugging of AI Errors. As children inter-
acted with AI Puzzlers, they quickly spotted incorrect AI solutions
due to the visual nature of the puzzles, and more importantly, under-
stood how the AI was failing. Similar to debugging in programming,
in Session 2, children actively guided the AI by identifying its errors,
providing corrective hints, testing their hints, and refining their
instructions based on the AI’s outputs. While the visual modality
of the puzzles made it easier for the children to iteratively test and
improve their instructions, they also encountered AI’s limitations,
realizing that it often misunderstood or failed to fully follow their
instructions.

For example, in Session 2, Ivy, Juno, Rina, and Elise were trying
to help the AI solve the second puzzle (see Figure 10). The children’s
debugging process began when Ivy suggested the first hint, “Make
a pattern of gray and a different color,” while Juno proposed a more
complex version: “Make a pattern of gray, the color gray’s after,
and then gray, and the color gray after.” After some discussion on
avoiding confusion for the AI, the group settled on a simpler hint,
“Make a pattern of the colors and gray.” However, when the AI
produced an incorrect grid of colors and gray, Rina immediately
recognized the mistake, commenting, “It still can’t solve it though.”
The children examined the AI’s output and refined their instruction
to, “Make a pattern of the colors and gray alternating,” which led Rina
to observe that the AI’s output was “kind of alternating now.” At
this stage, the children recognized the AI’s partial success but also
noticed that it didn’t fully capture the pattern they had envisioned.
Ivy pointed out another issue with the background color, saying,
“Now we need to add a background of white.”

The children’s increasing specificity in their hints mirrored the
process of narrowing down AI’s errors by fine-tuning instructions.
Ivy specified the background color in her instruction, typing “make
a pattern of the colors and gray alternating and a background of white,”
but when the AI’s output still didn’t reflect the correct background,
Ivy remarked, “That’s not a background of white.” The children had
to systematically address different parts of the puzzle—first the pat-
tern, then the background—while the AI continued to misinterpret
or overlook aspects of the instructions. On their second attempt
with the same hint, the AI came very close to solving the puzzle,
prompting a celebratory “Yayyy!” from the group. However, Ivy
quickly commented “There we go, but it forgot the yellow,” while Rina
noted that “AI’s answer doesn’t always include all the colors shown
in the original puzzle question.” This led the group to modify their
hint again, including a list of all the colors: “Make a pattern of the
colors and gray alternating and a background of white, red, light blue,
green, yellow.” By listing all the colors, the children demonstrated
an understanding that more explicit, step-by-step guidance might
help the AI avoid leaving out key elements. However, despite their
efforts to refine and clarify their instructions, the AI continued to
misinterpret them, leading Ivy to comment, “I am so done with you,

AI.” Ivy’s expression of frustration reveals her realization that, de-
spite the group’s efforts to provide increasingly explicit and refined
instructions, the AI was still unable to fully grasp their intent.

Despite recurring misunderstandings, children not only refined
their hints but also, in several instances, brainstormed alternative
strategies to overcome the AI’s limitations. For example, in Session
2, Selah, Emi, Ren, and Mara attempted to help the AI solve the
third puzzle (see Figure 11). The children’s debugging process first
involved discussing what specific directions they should give the AI.
Emi typed the hint, “surround the colors with,” before pausing. Ren
then suggested, “I think we shouldn’t say yellow, purple, and blue...I
think we should say something simple.” Taking this into account, Emi
simplified the instruction to, “surround the colors with more colors.”
However, the AI failed to generate a correct output, prompting
Ren to suggest a new approach, “What if we ask it to make donut
shapes around the colors?” Ren’s suggestion reflects an attempt to
simplify the instruction by using a familiar visual metaphor—a
donut shape—to describe how the colors should be surrounded by
rings or circles. The children likely believed that this metaphor
would make sense to the AI since it’s based on a familiar object
from their everyday experiences.

Selah then typed the revised hint, “make a donut shape around
the color” (see Figure 11). However, even with this more specific
instruction the AI still couldn’t produce the correct result. This
illustrates a key limitation in how the AI fails to interpret visual
metaphors that are culturally relevant or based on children’s experi-
ences. While the concept of a “donut shape” is clear to the children,
the AI struggles to grasp such human-centered metaphors. In dis-
cussing design ideas on how to resolve AI’s issues, Emi suggested if
they can test whether the AI could understand human instructions
paired with visuals. She began drawing the correct solution on the
grid to show what it would look like. To the facilitator’s question,
“Do you think if [we] gave it human instructions with pictures it would
understand?” Mara and Selah responded, “Yeah,” optimistic that the
visuals might help bridge the gap. While the AI Puzzlers system
didn’t have the functionality to process both visual and textual
hints, we see this as an example of how the children not only itera-
tively refined their approach to guide the AI but also came up with
a new idea to interact with the AI as they confronted its limitations.

Overall, children’s interaction with AI Puzzlers in Session 2
demonstrated their ability to actively engage in a process of problem-
solving and debugging. Through iterative refinement of their hints,
children adapted their strategies, and even explored creative ap-
proaches like using visual metaphors or pairing instructions with
potential visual aids. This highlights both their resilience and their
capacity for critical thinking in navigating AI’s limitations. How-
ever, their engagement was not without challenges. The AI’s persis-
tent misunderstandings, even after detailed and increasingly refined
instructions, sometimes led to frustration. This underscores the dif-
ficulty of working with an AI system that consistently failed to
meet their expectations, showing how extended interactions with
imperfect AI systems can affect children’s engagement.
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Make a pattern of the
colors and gray

Make a pattern of the
colors and gray alternating
and a background of white

Make a pattern of the
colors and gray alternating
and a background of white

Make a pattern of the colors
and gray alternating and a
background of white, red,
light blue, green, yellow
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Figure 10: Children iteratively refined their instructions to guide the AI towards solving the puzzle. The sequence showcases
the increasing specificity in their hints and AI’s corresponding outputs.
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Figure 11: Children’s Interaction with Assist Mode in AI Puzzlers. (A) Displays examples of example patterns to infer the
transformation rule. (B) Shows the instruction children provided to the AI: “make a colored donut shape around the colors.” (C)
Illustrates the AI’s generated output in response to their instruction.
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5.2 Understanding AI’s Limitations Through
Observing Inconsistencies

5.2.1 Children Identify Inconsistencies in AI’s Reasoning. While
interacting with AI Puzzlers during Session 1, children reflected
on AI-generated outputs by cross-examining the AI’s visual solu-
tions with its explanations. There were many examples of children
identifying discrepancies between the AI’s reasoning and its actual
puzzle outcome. For example, in Session 1, after Hana and Juno
correctly solved a puzzle, they asked the AI for its solution. Upon
reviewing the AI’s answer, they quickly identified it as incorrect
and requested an explanation from the AI (see Figure 12).

After reading theAI’s explanation, Hana remarked, “This”—pointing
at the explanation—“has nothing to do with this,”—pointing at the
AI’s pattern. She then added, “It’s like someone who is not listening,”
suggesting that she perceived the AI’s explanation as disconnected
from its visual output, much like a human who isn’t paying at-
tention. Juno built on this observation, saying, “The AI said it was
following a pattern, but what pattern is this? This is not a pattern. It
is just red, red, red,” as he pointed at the AI’s solution. This exam-
ple demonstrates that the children were not simply accepting the
AI’s reasoning—they were actively engaging with its logic, looking
for coherence between explanations and visual results. Further-
more, having correctly recognized the correct pattern earlier, they
saw that the AI’s solution was unrelated to the pattern they knew
was correct, leading Hana and Juno to further question the AI’s
reasoning.

This type of critical engagement with AI’s reasoning recurred
throughout Session 1. Children frequently encountered inconsisten-
cies not only between the AI’s explanations and its visual outputs
but also contradictions within the AI’s explanations themselves.
For instance, when Noa, Finn, Leila, and Zayn asked the AI to ex-
plain its solution (see Figure 13), the AI explained, “I changed all
the middle white cells to teal while keeping the corners white. This
makes the grid look like a frame of teal around a white center.” Finn
considered the explanation and said, “The explanation is right; it just
did it wrong,” implying that while the AI’s reasoning was correct,
the error was in its visual execution. However, Noa identified a
contradiction between the AI’s first and second sentences. “It says
the corners are white, but the corners should be teal,” she pointed
out, noting that if the corners were indeed white, as the AI claimed,
the grid would not form the intended frame of teal. This highlights
how children, while able to easily detect errors in visual outputs,
had to engage in more critical reasoning to spot contradictions in
AI-generated text-particularly when the text appeared superficially
reasonable.

Similarly, in another group, the children recognized a comparable
issue of superficial correctness in AI’s reasoning where the AI’s ex-
planation seemed logical on the surface but did not provide enough
detail for the children to understand its approach (see Figure 14).
For instance, when Ivy, Mara, Ren, and Emi asked the AI to explain
its reasoning for the second puzzle, the AI’s explanation stated that
it identified a pattern in how the colors changed in each row of the
input grid. It claimed to have applied the same pattern to predict
the outputs in the new puzzle. However, AI failed to specify the
exact nature of the pattern or how the pattern influenced the color
changes in the output, leaving critical parts of its reasoning vague.

This prompted Ren to remark, “Well it is explaining, but I didn’t
understand it,” highlighting the gap between the AI’s surface-level
explanation and the children’s need for a more detailed and compre-
hensible breakdown of its reasoning. Ivy critiqued this vagueness
saying, “AI is very scientific, given its scientific explanation, but some-
times it’s better not to go super, duper scientific and just go by your
three references.” By “scientific,” Ivy meant that the explanation was
too technical or abstract lacking practical clarity. Her reference to
AI should follow the “three references” reflects her preference for
the AI to apply a more straightforward approach to solving the puz-
zle—one that directly considers the three examples demonstrating
the transformation rule, favoring a more direct and understandable
reasoning.

Overall, children’s critical evaluation of AI-generated outputs
demonstrated their active role in scrutinizing the reasoning be-
hind the AI’s decisions. Rather than passively accepting the AI’s
responses, they engaged in a process of deeper analysis, identi-
fying inconsistencies and contradictions by cross-examining the
AI’s visual solutions with its textual explanations. This critical rea-
soning went beyond merely checking if the answer was correct;
it involved questioning the logic, coherence, and transparency of
the AI’s problem-solving process. Additionally, they sought to un-
derstand how the AI arrived at its conclusions, recognizing when
explanations lacked detail or coherence, and pushing back when
reasoning was unclear. These findings highlight the importance of
designing AI systems that allow children to not just receive answers
but also critically engage with the logic behind them.

5.2.2 AI’s “Scientific Brain” vs. Human Problem Solving. Through-
out Session 1, children recognized that AI approached problem
solving differently from humans. While children found the puzzles
“easy,” they realized the puzzles were "super hard" for AI as it strug-
gled to solve them, displaying inconsistencies in its reasoning. In
several instances, children reflected on the traits of human problem-
solving, such as reasoning, abstraction, and creativity—qualities
they felt the AI lacked.

For example, in Session 1, after Noa, Leila, Finn, and Zayn cor-
rectly solved a puzzle, they asked AI to do the same (see Figure 15).
The AI provided an incorrect solution, which prompted the group
to ask AI again. On AI’s second attempt, Finn observed, “It figured
out the pattern but didn’t get the color positions right.” Reflecting
on this improvement, Finn hypothesized, “AI is learning.” This led
the group to predict that the AI would perform better on the next
attempt. However, on the third try, AI’s solution was even worse
(see Figure 15). This led Zayn to observe, “AI doesn’t have the same
mind as us.” This statement marked a turning point in the group’s
understanding of AI, as they began to distinguish between human
cognition that is capable of learning and AI’s processes. Zayn’s
observation prompted the facilitator to ask, “Well, what’s the differ-
ence in our minds?” Leila noted, “This is the internet’s mind.” Noa
elaborated, “It’s trying to solve it based only on the internet, but the
human brain is creative. AI only has the info it’s given, but humans
have other experiences.” Their reflections highlight how children
grasped the limitations of AI, understanding that AI’s responses
are constrained by the data it has access to such as the internet. By
contrast, when Noa says, “human brain is creative” and “humans
have other experiences,” she underscores how humans can draw on
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AI says: I changed the colors in the
grid by following the pattern. I
noticed in each row, the colors
alternate between white and a
different color. So, I applied this
pattern to the new grid by
alternating white with different
colors in each row to create the
transformed output grid.
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Figure 12: Panel (1) shows children collaboratively solving a puzzle, while panel (2) presents the AI’s attempt at the same puzzle.
(A) highlights the children’s correct solution, whereas (B) shows the AI’s incorrect attempt. (C) provides the AI’s explanation of
how it solved the puzzle.

AI says: I changed the middle
white cells to teal while keeping
the corners white. This makes
the grid look like a frame of teal
around a white center

1 2

A

B

C

Figure 13: Panel (1) shows children collaboratively solving a puzzle, while panel (2) presents the AI’s attempt at the same puzzle.
(A) highlights the children’s correct solution, whereas (B) shows the AI’s incorrect attempt. (C) provides the AI’s explanation of
how it solved the puzzle.
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AI says: Sure! I looked at the colors
in the input grid and noticed a
pattern: the colors in each row
were changing in a specific way. I
then applied the same pattern to
the new set of inputs to predict the
outputs. This is how I came up with
the colors in the output grid.
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Figure 14: Panel (1) shows children collaboratively solving a puzzle, while panel (2) presents the AI’s attempt at the same puzzle.
(A) highlights the children’s correct solution, whereas (B) shows the AI’s incorrect attempt. (C) provides the AI’s explanation of
how it solved the puzzle.

AI-generated solutions

Correct solution
Attempt 1 Attempt 2 Attempt 3 Attempt 4

Figure 15: The correct solution (left) is compared with AI-generated attempts (right).

a wide range of knowledge, including emotional and situational
experiences, to approach challenges more flexibly, whereas AI is
limited to the information it has been given or can access.

Another example of children differentiating between human and
AI problem solving occurred in Session 1, when Ivy, Ren, Emi, and
Mara observed the AI unsuccessfully attempting to solve a puzzle
(see Figure 14). Pointing to AI’s solution, Ivy asked, “What is that
blue? Look at the references and think like a human being!” Here,
Ivy was commenting on the AI’s inability to abstract information
from the references, as a human might, to solve the puzzle. Later,
when the facilitator asked what they thought was happening to AI,
Ren explained, “It is taking the references and is able to copy and
paste colors but not use the context of the patterns.” Ren’s statement
highlights their understanding that, while the AI could process the
data it was given (the references and colors), it was failing to apply

abstraction and reasoning necessary to complete the task. Thus, the
AI could mimic certain elements, such as color, but it struggled with
the more complex, abstract reasoning needed to solve the puzzle
accurately. Ivy added to this by saying AI’s “scientist’s brain” has
“ones and zeroes[that] help it understand the color, but ones and zeroes
aren’t the smartest.” Her observation, along with Ren’s, reflects
the children’s growing awareness that while AI can handle tasks
like identifying colors, it lacks the creative and abstract reasoning
necessary to grasp the puzzle’s full context.

Similarly, children also observed the lack of reasoning in the AI’s
approach, describing its responses as “rapid random guessing.” For
example, in Session 1, when the facilitator asked Juno and Hana to
reflect on how the AI solves the puzzle, Juno repeatedly clicked the
“Ask AI to Answer” button, pointing out, “Look, it changes every
time.” (see Figure 16).
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Figure 16: The correct solution (left) is compared with AI-generated attempts (right).

AI’s lack of reasoning became evident to the children when Juno
noted that the AI’s answers changed with each attempt, implying
no continuity in its problem-solving strategy. Instead of logically
building on previous attempts, the AI appeared to reset its process,
attempting a new guess each time without learning or adapting
from prior mistakes. This behavior led Hana to remark “AI just
keeps guessing,” and Juno added, “AI is stupid” and only “gets lucky.”
When the facilitator asked, “What can the AI do to be smarter?” Juno
responded, “Not guess,” indicating the children’s growing awareness
that the AIwas not reasoning butmerely stumbling upon the correct
answer by chance.

Overall, children’s reflections across Session 1 and Session 2
demonstrated their growing awareness of the fundamental differ-
ences between human and AI problem-solving. They recognized
that AI operates within rigid parameters, relying on data it has
access to, often defaulting to trial-and-error rather than employ-
ing the kind of reasoning and creativity characteristic of humans.
Their experiences reinforced the notion that AI, while capable of
processing and replicating information, lacks the ability to apply
abstraction and draw on diverse experiences to solve reasoning
problems.

6 Discussion
In this section, we discuss how our findings connect to prior lit-
erature on AI literacy and explore their implications for child-AI
interaction. Specifically, we consider how AI Puzzlers positioned
children in active, inquiry-driven roles that encouraged experimen-
tation and critical reflection on generative AI’s reasoning processes.
Our findings offer recommendations for designers of AI systems
for children, as well as researchers and educators who support
children’s engagement with AI technologies.

6.1 Positioning Children as Active Inquirers in
GenAI Interaction

AI Puzzlers positioned children as active inquirers, encouraging
them to identify, analyze, and debug errors in genAI’s outputs.
By embedding this process in puzzle-based gameplay, the system
sustained engagement while fostering reflection on AI’s limitations
and capabilities. Below, we elaborate on each of these aspects.

Encouraging Critical Evaluation of GenAI’s Outputs. From the
outset, children expressed confidence in AI’s ability to solve ARC
Puzzles, reflecting a general belief in AI’s capabilities. This belief
aligns with broader patterns observed in prior research, where
children’s early interactions with AI technologies often reflect an
overestimation of AI’s intelligence [2, 49, 62, 77]. However, as they
engaged with AI Puzzlers, children quickly realized that the puz-
zles they considered “easy” were challenging for the AI. The puz-
zles’ visual nature ensured that there was no obscurity in the way
genAI presented information, while accompanying textual expla-
nations provided a step-by-step breakdown of the AI’s reasoning
[44, 46]. This led to moments of visible disbelief, such as when
children reacted to genAI’s incorrect solutions with exclamations
like “WHAT!!”

Encouraging Iterative Debugging & Reflection. The Assist Mode in
AI Puzzlers–where children provided hints to guide the AI–helped
them develop an emergent schema of genAI’s capabilities and limi-
tations. As they iteratively refined their hints, shifting from vague
commands like “make a pattern” to more precise instructions like
“make a pattern with alternate colors,” they demonstrated a growing
understanding of how genAI processes information. The persis-
tence children showed in in fine-tuning AI’s outputs suggest that
they viewed AI as a system requiring guidance rather than an infal-
lible problem solver. Notably, we found that children’s explanations
of AI’s reasoning became more sophisticated when using Assist
Mode compared to AI Mode, where they only observed the AI mak-
ing mistakes. These findings align with prior research, emphasizing
the importance of providing children with opportunities to actively
experiment with AI models and debug their assumptions about AI.
[22, 35, 36, 50].

Fostering Sustained Engagement Through Puzzles. The game-like
nature of the puzzles revealed children’s inclination to engage in
competitive problem-solving, often positioning themselves against
the AI in an effort to “beat” its performance [38, 55, 97]. This dy-
namic, which aligns with game-based learning and the motivational
role of competition in games [12, 17, 82, 98], not only sustained
engagement but also reinforced children’s recognition of their own
problem-solving strengths. Prior research suggests that children
often perceive AI as lacking in creativity and flexible thinking [43],
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and similar patterns emerged in AI Puzzlers. As children saw that
the AI struggled with the ARC puzzles, they began comparing how
humans and AI solve problems. This led them to recognize AI’s
reasoning limitations and also made them more confident in their
own abilities. This supports Long and Magerko’s [41] argument
that fostering an understanding of both AI’s limitations and human
strengths can empower users to leverage their own cognitive abili-
ties in domains where AI falls short. In the next section, we present
design implications for supporting AI literacy, grounded in these
insights.

6.2 Implications for AI literacy and Generative
AI Systems for Children

6.2.1 Designing for Interpretability Without Cognitive Overload.
Building on prior research on AI interpretability [33, 37, 63], we
emphasize the importance of making AI decision-making under-
standable for fostering AI literacy. While generative AI models can
provide justifications for their outputs, overly lengthy or text-heavy
explanations may overwhelm young users and discourage engage-
ment [69]. Future genAI systems could support interpretability by
generating visual reasoning traces. For example, genAI systems
could create real-time visual representations, such as decision trees,
flowcharts, or animated characters that walk through the AI’s rea-
soning process. This would allow children to trace AI’s logic step by
step, encouraging them to question or revise AI-generated reason-
ing. Additionally, in AI Puzzlers, we found that children benefited
from side-by-side visual and textual comparisons, which helped
them verify correctness before engaging with the AI’s explana-
tion. To distribute cognitive load across visual and verbal channels
[44, 46], AI-generated explanations could highlight or animate key
visual elements, with corresponding narration in real time to rein-
force its reasoning.

6.2.2 Using Validity Markers to Guide Children’s Attention. In-
spired by prior work on human-AI collaboration [37, 81], we argue
that AI systems designed for children should not only present in-
formation but also support them in evaluating its reliability and ac-
curacy. Research on uncertainty visualization [7, 60] demonstrates
that well-designed visual markers can help users, including chil-
dren, focus on areas requiring deeper scrutiny. Building on this idea,
genAI tools for children can incorporate explicit validity markers,
such as color-coded confidence levels (e.g., green for high confi-
dence, orange for uncertainty), uncertainty flags (e.g., warning icons
next to questionable AI-generated answers) or playful prompts (e.g.,
“Try testing this answer!”), to prompt critical attention and active
evaluation. However, prior studies suggest that such markers must
be carefully designed to prevent over-reliance on AI confidence
indicators, as children may assume high-confidence outputs are
always correct. Thus, validity markers could be paired with explicit
scaffolds that support evaluation strategies, such as comparing al-
ternative solutions, identifying contradictions, testing claims with
counterexamples, and justifying answers with evidence.

6.2.3 Designing for Reflection Through AI Experimentation. Prior
research suggests that children develop a deeper understanding
of AI concepts when they can tinker with system parameters and
observe how different inputs influence outcomes [10, 19, 26, 65]. In

AI Puzzlers, children engaged in tinkering and experimentation by
adjusting the number of examples provided to AI, modifying hints,
and selecting different AI versions to see how these changes influ-
enced AI-generated solutions. This process was not solely about
obtaining correct answers but also about interrogating AI’s reason-
ing and making sense of its decision-making patterns. Similarly,
AI systems can be designed such that instead of simply watching
an AI generate an explanation, a child might be able to pause at
key points, tap on specific parts to get additional details, or even
manipulate variables to see how AI reasoning changes. However,
we also observed that children sometimes struggled to interpret
AI’s reasoning, particularly when multiple factors influenced an
output. This suggests that AI literacy tools should not only support
experimentation but also scaffold reflection on how AI arrives at its
responses. For example, AI-enabled platforms could allow children
to modify AI parameters while also providing structured prompts
that encourage them to articulate hypotheses, compare outcomes,
and reflect on differences. By embedding both interactive tinkering
and guided reflection, these systems can support both “reflect in
action” (thinking while doing something) and “reflect on action”
(thinking after you have done it) [67].

7 Limitations & Future Work
While our study’s approach was designed to maximize depth and
rigor, certain methodological choices naturally shaped the scope
of our findings and suggest directions for future work. First, our
co-design sessions engaged 21 children from a single geographic
region, all of whom had prior experience with participatory design.
This experience likely shaped their ability to confidently share
opinions with adults, engage in constructive disagreements, and
articulate their reasoning in real time. While this facilitated rich
discussions, it also means that our findings should be understood as
formative theoretical generalizations rather than statistical general-
ization [91]. Future work could examine how children in different
settings, such as schools and libraries, and across diverse cultural
and linguistic contexts engage with AI Puzzlers. Expanding to these
contexts would help illuminate how different social, educational,
and cultural dynamics shape children’s evaluation of genAI outputs
and support a broader understanding of AI literacy development
globally.

Second, although our findings show that children can detect
and reflect on genAI errors within the structured environment of
AI Puzzlers, we did not assess whether this learning transfers to
other, more open-ended genAI interactions. Future work will in-
volve follow-up studies to examine this transferability, investigating
whether engaging with AI Puzzlers supports children in interpret-
ing, questioning, or critiquing genAI systems they encounter in
real-life contexts. We also plan to expand AI Puzzlers to include
other modalities, such as voice-based interactions to more fully
represent the range of AI systems children encounter in their daily
lives.

Third, we selected ARC Puzzles because they are both engaging
for children and commonly used as a benchmark for evaluating
AI reasoning [14]. At the same time, we acknowledge that their
reliance on color-based differentiation may pose accessibility chal-
lenges. Future work could build on our approach by exploring
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alternative puzzle formats or game-based approaches to broaden
accessibility. Lastly, at the time of our study, we used the most
advanced available version of ChatGPT (GPT-4o). Children also had
opportunities to engage with four other versions of ChatGPT for un-
derstating variations in AI performance. As AI systems continue to
evolve, their problem-solving capabilities will inevitably shift, and
more recent models like OpenAI o3 (currently undergoing safety
testing prior to release [57]) exhibit improved performance on the
ARC puzzles [34]. Future work could extend AI Puzzlers by incor-
porating both newer and older genAI models to surface these shifts
and examine how children recognize and interpret genAI’s chang-
ing capabilities. This could also inform the design of educational
tools that scaffold children’s reflections on AI’s evolving efficacy,
supporting their ability to critically engage with AI technologies
over time.

8 Conclusion
In this study, we presented AI Puzzlers, an interactive system de-
signed to help children critically engage and analyze generative
AI’s outputs. Through participatory design sessions with 21 chil-
dren (ages 6–11), we examined how they detected inconsistencies
in genAI outputs, debugged AI-generated errors, and refined their
strategies for guiding AI. Our findings underscore the need for
genAI systems to present information in ways that support vi-
sual and textual comparison for reducing cognitive overload, foster
active inquiry, and scaffold multiple ways of understanding AI-
generated content. We hope that our work will inform the design
of AI literacy tools that empower children to critically evaluate
AI-generated content and develop a deeper understanding of AI’s
strengths and limitations.
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